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#### Abstract

Blow-up conditions are obtained for second-order nondivergence elliptic inequalities containing terms with lower order derivatives.
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## 1. INTRODUCTION

Let $\Omega$ be an unbounded open subset of $\mathbb{R}^{n}, n \geq 2$. We study nonnegative solutions of the problem

$$
\begin{gather*}
\sum_{i, j=1}^{n} a_{i j}(x, u) \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+b(x, u)|D u|^{\alpha} \geq f(x, u) \quad \text { in } \quad \Omega,  \tag{1.1}\\
\left.u\right|_{\partial \Omega}=0 \tag{1.2}
\end{gather*}
$$

where $D=\left(\partial_{x_{1}}, \ldots, \partial_{x_{n}}\right)$ is the gradient operator, $b$ and $f$ are nonnegative functions, $\alpha>0$ is a real number, and the coefficients of the highest derivatives satisfy the condition

$$
\sum_{i, j=1}^{n} a_{i j}(x, t) \xi_{i} \xi_{j}>0
$$

for all $x=\left(x_{1}, \ldots, x_{n}\right) \in \Omega, t \in(0, \infty)$, and $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n} \backslash\{0\}$. Assume also that

$$
\begin{equation*}
f(x, t)>p(|x|) g(t) \sum_{i, j=1}^{n}\left|a_{i j}(x, t)\right|+b(x, t)(|x| p(|x|))^{\alpha} h(t) \tag{1.3}
\end{equation*}
$$

for all $x \in \Omega$ and $t \in(0, \infty)$, where $p:[0, \infty) \rightarrow[0, \infty)$ is a locally bounded measurable function and $g:(0, \infty) \rightarrow(0, \infty)$ and $h:(0, \infty) \rightarrow(0, \infty)$ are continuous functions.

A function $u \geq 0$ is said to be a nonnegative solution of problem (1.1), (1.2) if $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ and relations (1.1), (1.2) hold in the classical sense (see [1]). In the case of $\Omega=\mathbb{R}^{n}$, condition (1.2) is assumed to hold.

For every $\varphi:(0, \infty) \rightarrow \mathbb{R}$ and a real number $\sigma>1$ we define

$$
\varphi_{\sigma}(r)=\inf _{(r / \sigma, \sigma r)} \varphi .
$$

We are interested in conditions guaranteeing the triviality of any nonnegative solution of problem (1.1), (1.2) which are also known as blow-up conditions. Similar issues for nonlinearities of the Emden-Fowler type were considered in [2-14]. The case of general nonlinearity for equations and inequalities that do not involve lower order derivatives was studied in [15-20]. For inequalities with general nonlinearity and
lower order derivatives, sufficient blow-up conditions were obtained in [21, 22]. However, the dependence of coefficients of the differential operator on the function $u$ was not taken into account in [21, 22]. Moreover, additional requirements were imposed in [22] on the growth of coefficients of lower order derivatives. Thus, results of these works cannot be applied to certain inequalities, specifically, to those presented in Examples 2.1-2.3 (see below).

## 2. MAIN RESULTS

Theorem 2.1. Let

$$
\begin{aligned}
& \int_{1}^{\infty}\left(g_{\theta}(t) t\right)^{-1 / 2} d t<\infty, \\
& \int_{1}^{\infty} h_{\theta}^{-1 / \alpha}(t) d t<\infty \\
& \int_{1}^{\infty} r p_{\sigma}(r) d r<\infty
\end{aligned}
$$

where $\theta>1$ and $\sigma>1$ are real numbers. Then any nonnegative solution of problem (1.1), (1.2) vanishes identically.

Example 2.1. Consider the inequality

$$
\begin{equation*}
\Delta u+\beta(x) u^{\mu}|D u|^{\alpha} \geq \rho(x) u^{\lambda} \quad \text { in } \quad \mathbb{R}^{n}, \tag{2.1}
\end{equation*}
$$

where $\beta: \Omega \rightarrow[0, \infty)$ and $\rho: \Omega \rightarrow(0, \infty)$ are locally bounded functions satisfying the relations

$$
\begin{equation*}
\beta(x) \leq \beta_{0}|x|^{k} \quad \text { and } \quad \rho(x) \geq \rho_{0}|x|^{\prime}, \quad \beta_{0}, \rho_{0}=\text { const }>0, \tag{2.2}
\end{equation*}
$$

for all $x$ in a neighborhood of infinity. As before, we assume that $\alpha>0$, while $\mu, \lambda, k$, and $l$ can be arbitrary real numbers.

Let $g(t)=t^{\lambda}$ and $h(t)=t^{\lambda-\mu}$. Then condition (1.3) holds for a locally bounded measurable function $p:[0, \infty) \rightarrow[0, \infty)$ such that

$$
\begin{equation*}
p(r) \sim r^{\min \{(l-k) / \alpha-1, l\}} \quad \text { as } \quad r \rightarrow \infty, \tag{2.3}
\end{equation*}
$$

i.e.,

$$
c_{1} r^{\min \{(l-k) / \alpha-1, l\}} \leq p(r) \leq c_{2} r^{\min \{(l-k) / \alpha-1, l\}}
$$

for all $r$ in a neighborhood of infinity, where $c_{1}>0$ and $c_{2}>0$ are constants. By Theorem 2.1, if

$$
\begin{equation*}
\lambda>\max \{1, \alpha+\mu\} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\min \{l-k+\alpha, l+2\} \geq 0, \tag{2.5}
\end{equation*}
$$

then any nonnegative solution of inequality (2.1) is identically zero.
Conditions (2.4) and (2.5) are sharp. Specifically, it can be shown that, if (2.4) is not satisfied, then inequality (2.1) has a positive solution for any locally bounded functions $\beta: \Omega \rightarrow[0, \infty$ ) and $\rho: \Omega \rightarrow(0, \infty)$. In turn, if condition (2.5) is not satisfied, then there are locally bounded measurable functions $\beta: \Omega \rightarrow[0, \infty)$ and $\rho: \Omega \rightarrow(0, \infty)$ such that relations (2.2) hold and (2.1) has a positive solution.

Example 2.2. Let the locally bounded functions $\beta: \Omega \rightarrow[0, \infty)$ and $\rho: \Omega \rightarrow(0, \infty)$ in (2.1) satisfy the inequalities

$$
\beta(x) \leq \beta_{0}|x|^{k} \ln ^{s}|x| \quad \text { and } \quad \rho(x) \geq \rho_{0}|x|^{l} \ln ^{m}|x|, \quad \beta_{0}, \rho_{0}=\text { const }>0,
$$

for all $x$ from a neighborhood of infinity, where $k, s, l$, and $m$ are real numbers and

$$
\min \{l-k+\alpha, l+2\}=0 .
$$

In other words, we consider the case of critical exponents $l$ and $k$ in condition (2.5).

Following the preceding example, let $g(t)=t^{\lambda}$ and $h(t)=t^{\lambda-\mu}$. It is easy to see that (1.3) holds for a locally bounded measurable function $p:[0, \infty) \rightarrow[0, \infty)$ such that

$$
p(r) \sim r^{-2} \ln ^{\gamma} r \quad \text { as } \quad r \rightarrow \infty
$$

where

$$
\gamma=\left\{\begin{array}{lc}
m, & l+2<l-k+\alpha \\
\min \{(m-s) / \alpha, m\}, & l+2=l-k+\alpha \\
(m-s) / \alpha, & l+2>l-k+\alpha
\end{array}\right.
$$

Thus, by Theorem 2.1, if (2.4) holds and, additionally,

$$
\begin{equation*}
\gamma \geq-1 \tag{2.6}
\end{equation*}
$$

then any nonnegative solution of inequality (2.1) vanishes identically.
As was said above, condition (2.4) is sharp. It can also be shown that (2.6) is sharp for $n \geq 3$.
Example 2.3. Consider the inequality

$$
\begin{equation*}
\Delta u+\beta(x) u^{\mu}|D u|^{\alpha} \geq \rho(x) u^{\lambda} \ln ^{v}(1+u) \quad \text { in } \quad \mathbb{R}^{n} \tag{2.7}
\end{equation*}
$$

where $\alpha>0$ while $\beta: \Omega \rightarrow[0, \infty)$ and $\rho: \Omega \rightarrow(0, \infty)$ are locally bounded functions satisfying (2.2). Assume that

$$
\lambda=\max \{1, \alpha+\mu\}
$$

i.e., we are interested in the case of a critical exponent $\lambda$ in condition (2.4).

Let $g(t)=t^{\lambda} \ln ^{v}(1+t)$ and $h(t)=t^{\lambda-\mu} \ln ^{v}(1+t)$. Then there is a locally bounded measurable function $p:[0, \infty) \rightarrow[0, \infty)$ such that (1.3) and (2.3) hold. Thus, by Theorem 2.1, for any nonnegative solution of inequality (2.7) to vanish identically, it is sufficient that (2.5) holds and, additionally,

$$
v> \begin{cases}2, & \alpha+\mu<1  \tag{2.8}\\ \max \{2, \alpha\}, & \alpha+\mu=1 \\ \alpha, & \alpha+\mu>1\end{cases}
$$

These conditions are sharp. Indeed, if (2.8) is violated, then, as can be shown, (2.7) has a positive solution for all locally bounded functions $\beta: \Omega \rightarrow[0, \infty)$ and $\rho: \Omega \rightarrow(0, \infty)$. At the same time, if (2.5) does not hold, then (2.7) has a positive solution for some locally bounded measurable functions $\beta: \Omega \rightarrow[0, \infty)$ and $\rho: \Omega \rightarrow(0, \infty)$ satisfying relations (2.2).

## 3. PROOF OF THEOREM 2.1

We introduce the following notation. Let $B_{r}^{x}$ and $S_{r}^{x}$ denote the open ball and sphere in $\mathbb{R}^{n}$ of radius $r$ centered at the point $x$. In the case of $x=0$, we write $B_{r}$ and $S_{r}$ instead of $B_{r}^{0}$ and $S_{r}^{0}$, respectively.

By default, we assume that $u$ is a nonnegative solution of problem (1.1), (1.2). For every $r \in(0, \infty)$ such that $S_{r} \cap \Omega \neq \emptyset$ let

$$
M(r)=\sup _{S_{r} \cap \Omega} u
$$

In what follows, let $\theta$ and $\sigma$ be the real numbers from the conditions of Theorem 2.1. By $C$ we denote positive constants (possibly different) that can depend only on $n, \alpha, \theta$, and $\sigma$.

We need several preliminary results.
Lemma 3.1 (maximum principle). Let $\omega$ be a nonempty open bounded subset of $\Omega ; v_{1}, v_{2} \in C^{2}(\omega) \cap C(\bar{\omega})$; and, additionally,

$$
\begin{aligned}
\sum_{i, j=1}^{n} a_{i j}(x, u) \frac{\partial^{2} v_{1}}{\partial x_{i} \partial x_{j}}+b(x, u)\left|D v_{1}\right|^{\alpha} & >\sum_{i, j=1}^{n} a_{i j}(x, u) \frac{\partial^{2} v_{2}}{\partial x_{i} \partial x_{j}}+b(x, u)\left|D v_{2}\right|^{\alpha} \quad \text { in } \quad \omega, \\
& \left.v_{1}\right|_{\partial \omega} \leq\left. v_{2}\right|_{\partial \omega}
\end{aligned}
$$

Then

$$
v_{1}(x) \leq v_{2}(x)
$$

for all $x \in \omega$.
Proof. We follow the standard arguments (see [1]). The only delicacy is that the nonlinear term in the differential operator has to be taken into account. However, it can be seen that this obstacle is not essential. To avoid unfounded assertions, we present a complete proof.

Assume the opposite, namely, let

$$
V_{1}(x)>V_{2}(x)
$$

for some $x \in \omega$. Define

$$
v=v_{1}-v_{2}
$$

Since $v \in C(\bar{\omega})$ and $\bar{\omega}$ is a compact set, there is $\tilde{x} \in \bar{\omega}$ such that

$$
\begin{equation*}
v(\tilde{x})=\sup _{\bar{\omega}} v>0 . \tag{3.1}
\end{equation*}
$$

According to the conditions of the lemma, the function $v$ is not positive on $\partial \omega$; therefore, $\tilde{x} \in \omega$, whence $D \vee(\tilde{x})=0$ or, in other words, $D \mathrm{v}_{1}(\tilde{x})=D \mathrm{v}_{2}(\tilde{x})$. Thus,

$$
\left.\sum_{i, j=1}^{n} a_{i j}(x, u) \frac{\partial^{2} v}{\partial x_{i} \partial x_{j}}\right|_{x=\bar{x}}>0
$$

After changing to the variables $y=y(x)$ at the point $\tilde{x}$, the last inequality becomes

$$
\left.\sum_{i=1}^{n} \frac{\partial^{2} v}{\partial y_{i}^{2}}\right|_{y=y(x)}>0
$$

so

$$
\left.\frac{\partial^{2} v}{\partial y_{i}^{2}}\right|_{y=y(\bar{x})}>0
$$

for some $1 \leq i \leq n$, which contradicts (3.1).
The lemma is completely proved.
Corollary 3.1. Let $S_{r} \cap \Omega \neq \emptyset$ for some $r \in(0, \infty)$. Then

$$
\begin{equation*}
M(r)=\sup _{B_{r} \sim \Omega} u . \tag{3.2}
\end{equation*}
$$

If, additionally, $M(r)>0$, then $S_{r^{\prime}} \cap \Omega \neq \emptyset$ for all $r^{\prime} \in[r, \infty)$ and $M$ is a monotonically nondecreasing continuous function on $[r, \infty)$.

Proof. It can be assumed that

$$
\sup _{B_{r} \cap \Omega} u>0
$$

otherwise formula (3.2) is obvious. Let $\omega=\left\{x \in B_{r} \cap \Omega: u(x)>0\right\}$. By virtue of condition (1.3), we have

$$
\sum_{i, j=1}^{n} a_{i j}(x, u) \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+b(x, u)|D u|^{\alpha}>0 \quad \text { in } \quad \omega .
$$

Therefore, (3.2) follows from Lemma 3.1, where $v_{1}=u$ and

$$
\mathrm{V}_{2}=\sup _{S_{r} \cap \Omega} u
$$

is a constant function.

Furthermore, if $M(r)>0$ and $S_{r^{\prime}} \cap \Omega=\emptyset$ for some $r^{\prime} \in(r, \infty)$, then $u$ vanishes on $\partial \omega^{\prime}$, where $\omega^{\prime}=\left\{x \in B_{r^{\prime}} \cap \Omega: u(x)>0\right\}$ is a nonempty open bounded set, so we obtain a contradiction to Lemma 3.1. The monotonicity of $M$ follows straightforwardly from the fact that

$$
\begin{equation*}
M\left(r^{\prime}\right)=\sup _{B_{r} \cap \Omega} u, \quad r^{\prime} \in(r, \infty) \tag{3.3}
\end{equation*}
$$

To prove the continuity of $M$, we extend $u$ to the entire space $\mathbb{R}^{n}$ by setting $u(x)=0$ for $x \in \mathbb{R}^{n} \backslash \Omega$. According to (1.2), the new function is continuous in $\mathbb{R}^{n}$; moreover, (3.3) can be rewritten as

$$
M\left(r^{\prime}\right)=\sup _{B_{r^{\prime}}} u, \quad r^{\prime} \in(r, \infty) .
$$

Thus, we conclude that $M$ is continuous on the interval $[r, \infty)$.
The proof is complete.
Lemma 3.2. Let $0<r_{1}<r_{2}$ be real numbers and $M\left(r_{1}\right)>0$. Then at least one of the following two inequalities holds:

$$
\begin{gathered}
M\left(r_{2}\right)-M\left(r_{1}\right) \geq C\left(r_{2}-r_{1}\right)^{2} \inf _{\left(r_{1}, r_{2}\right)} p \inf _{\left(M\left(r_{1}\right), M\left(r_{2}\right)\right)} g \\
M\left(r_{2}\right)-M\left(r_{1}\right) \geq C\left(r_{2}-r_{1}\right) r_{1} \inf _{\left(r_{1}, r_{2}\right)} p \inf _{\left(M\left(r_{1}\right), M\left(r_{2}\right)\right)} h^{1 / \alpha} .
\end{gathered}
$$

Proof. Consider $y \in S_{\left(r_{1}+r_{2}\right) / 2} \cap \Omega$ such that

$$
u(y)=M\left(\frac{r_{1}+r_{2}}{2}\right)
$$

Furthermore, let $0<\mu<M\left(r_{1}\right)$ be a real number and $\varphi \in C^{\infty}(\mathbb{R})$ be a monotonically nondecreasing function that vanishes identically on the interval $(-\infty, 1 / 3]$ and equals unity on $[1 / 2, \infty)$. Let $\omega=\left\{x \in B_{\left(r_{2}-r_{1}\right) / 2}^{y} \cap \Omega: u(x)>\mu\right\}$ and

$$
w(x)=k \varphi\left(\frac{|x-y|}{r_{2}-r_{1}}\right)
$$

where

$$
\begin{gathered}
k=\frac{\min \left\{k_{1}, k_{2}\right\}}{\|\varphi\|_{C^{2}([1 / 3,1 / 2])}} \\
k_{1}=\frac{1}{4}\left(r_{2}-r_{1}\right)^{2} \inf _{\left(r_{1}, r_{2}\right)} p \inf _{\left(\mu, M\left(r_{2}\right)\right)} g
\end{gathered}
$$

and

$$
k_{2}=\left(r_{2}-r_{1}\right) r_{1} \inf _{\left(r_{1}, r_{2}\right)} p \inf _{\left(\mu, M\left(r_{2}\right)\right)} h^{1 / \alpha}
$$

It is easy to see that

$$
\begin{aligned}
& \sum_{i, j=1}^{n} a_{i j}(x, u) \frac{\partial^{2} w}{\partial x_{i} \partial x_{j}}+b(x, u)|D w|^{\alpha}=k \varphi^{\prime \prime}\left(\frac{|x-y|}{r_{2}-r_{1}}\right) \sum_{i . j=1}^{n} \frac{a_{i j}(x, u)\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)}{|x-y|^{2}\left(r_{2}-r_{1}\right)^{2}} \\
& +k \varphi^{\prime}\left(\frac{|x-y|}{r_{2}-r_{1}}\right) \sum_{i=1}^{n} \frac{a_{i i}(x, u)}{|x-y|\left(r_{2}-r_{1}\right)}-k \varphi^{\prime}\left(\frac{|x-y|}{r_{2}-r_{1}}\right) \sum_{i . j=1}^{n} \frac{a_{i j}(x, u)\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)}{|x-y|^{3}\left(r_{2}-r_{1}\right)} \\
& \left.+b(x, u) \frac{k}{r_{2}-r_{1}} \varphi^{\prime}\left(\frac{|x-y|}{r_{2}-r_{1}}\right)\right)^{\alpha}
\end{aligned}
$$

whence we obtain

$$
\begin{equation*}
\sum_{i, j=1}^{n} a_{i j}(x, u) \frac{\partial^{2} w}{\partial x_{i} \partial x_{j}}+b(x, u)|D w|^{\alpha} \leq p(|x|) g(u) \sum_{i, j=1}^{n}\left|a_{i j}(x, u)\right|+b(x, u)(|x| p(|x|))^{\alpha} h(u) \quad \text { in } \quad \omega . \tag{3.4}
\end{equation*}
$$

Let us show that

$$
\begin{equation*}
\sup _{\partial \omega}(u-w) \geq \sup _{\omega}(u-w) . \tag{3.5}
\end{equation*}
$$

Indeed, if (3.5) does not hold, then there is a real number $\varepsilon>0$ such that

$$
\begin{equation*}
\sup _{\partial \omega}(u-w)<\sup _{\omega}(u-w)-\varepsilon . \tag{3.6}
\end{equation*}
$$

Define

$$
v(x)=w(x)+\sup _{\omega}(u-w)-\varepsilon .
$$

Taking into account (1.1), (1.3), and (3.4), we have

$$
\left.\sum_{i, j=1}^{n} a_{i j}(x, u) \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+b(x, u)|D u|^{\alpha}>\sum_{i, j=1}^{n} a_{i j}(x, u) \frac{\partial^{2} v \mid}{\partial x_{i} \partial x_{j}}+b(x, u) \right\rvert\, D v \|^{\alpha} \quad \text { in } \quad \omega .
$$

Moreover, it follows from (3.6) that

$$
\left.u\right|_{\partial \omega}<\left.v\right|_{\partial \omega} .
$$

Thus, by Lemma 3.1,

$$
u(x) \leq v(x)
$$

for all $x \in \omega$ or, in other words,

$$
\sup _{\omega}(u-w) \leq \sup _{\omega}(u-w)-\varepsilon .
$$

This contradiction proves (3.5).
Note that $y \in \omega$ and $w(y)=0$. Thus,

$$
\begin{equation*}
\sup _{\omega}(u-w) \geq u(y)=M\left(\frac{r_{1}+r_{2}}{2}\right) \geq M\left(r_{1}\right)>\mu . \tag{3.7}
\end{equation*}
$$

At the same time,

$$
\sup _{B_{(2,-n) / 2}^{v} \neg \partial \omega}(u-w) \leq \mu,
$$

so (3.5) implies that

$$
\sup _{S_{(12-n) / 2}^{v} \cap \partial \omega}(u-w) \geq \sup _{\omega}(u-w),
$$

whence, in view of

$$
w_{s_{(2-n) / 2}^{y}}=k
$$

and

$$
\sup _{S_{(12-\eta) / 2}^{v} \cap \partial \omega} u \leq M\left(r_{2}\right),
$$

we obtain

$$
M\left(r_{2}\right)-k \geq \sup (u-w)
$$

Combining this estimate with (3.7) yields

$$
M\left(r_{2}\right)-M\left(r_{1}\right) \geq k
$$

Thus, at least one of the following two inequalities holds:

$$
\begin{gathered}
M\left(r_{2}\right)-M\left(r_{1}\right) \geq C\left(r_{2}-r_{1}\right)^{2} \inf _{\left(r_{1}, r_{2}\right)} p \inf _{\left(\mu, M\left(r_{2}\right)\right)} g, \\
M\left(r_{2}\right)-M\left(r_{1}\right) \geq C\left(r_{2}-r_{1}\right) r_{1} \inf _{\left(r_{1}, r_{2}\right)} p \inf _{\left(\mu, M\left(r_{2}\right)\right)} h^{1 / \alpha} .
\end{gathered}
$$

Passing to the limit as $\mu \rightarrow M\left(r_{1}\right)-0$, we complete the proof.
Lemma 3.3. Let $0<r_{1}<r_{2}$ be real numbers such that $r_{2} \leq \sigma^{1 / 2} r_{1}$ and $M\left(r_{2}\right) \geq \theta^{1 / 2} M\left(r_{1}\right)>0$. Then at least one of the following two inequalities is valid:

$$
\begin{gather*}
\int_{M\left(r_{1}\right)}^{M\left(r_{2}\right)}\left(g_{\theta}(t) t\right)^{-1 / 2} d t \geq C \int_{r_{1}}^{r_{2}} p_{\sqrt{\sigma}}^{1 / 2}(r) d r  \tag{3.8}\\
\int_{M\left(r_{1}\right)}^{M\left(r_{2}\right)} h_{\theta}^{-1 / \alpha}(t) d t \geq C \int_{r_{1}}^{r_{2}} r p_{\sigma}(r) d r \tag{3.9}
\end{gather*}
$$

Proof. Let $k$ be the greatest positive integer satisfying the condition $M\left(r_{2}\right) \geq \theta^{k / 2} M\left(r_{1}\right)$. Consider a sequence $\left\{\rho_{i}\right\}_{i=0}^{k}$, where $\rho_{0}=r_{1}, \rho_{k}=r_{2}$, and $\rho_{i} \in\left(r_{1}, r_{2}\right), i=1, \ldots, k-1$, are chosen so that $M\left(\rho_{i}\right)=\theta^{1 / 2} M\left(\rho_{i-1}\right)$. It can be seen that

$$
\rho_{i}<\rho_{i+1} \quad \text { and } \quad \theta^{1 / 2} M\left(\rho_{i}\right) \leq M\left(\rho_{i+1}\right)<\theta M\left(\rho_{i}\right), \quad i=0, \ldots, k-1
$$

By Lemma 3.2, for any integer $0 \leq i \leq k-1$ we have at least one of the inequalities

$$
\begin{gather*}
M\left(\rho_{i+1}\right)-M\left(\rho_{i}\right) \geq C\left(\rho_{i+1}-\rho_{i}\right)^{2} \inf _{\left(\rho_{i}, \rho_{i+1}\right)} p \inf _{\left(M\left(\rho_{i}\right), M\left(\rho_{i+1}\right)\right)} g  \tag{3.10}\\
M\left(\rho_{i+1}\right)-M\left(\rho_{i}\right) \geq C\left(\rho_{i+1}-\rho_{i}\right) \rho_{i} \inf _{\left(\rho_{i}, \rho_{i+1}\right)} p \inf _{\left(M\left(\rho_{i}\right), M\left(\rho_{i+1}\right)\right)} h^{1 / \alpha} \tag{3.11}
\end{gather*}
$$

Let $\Xi_{1}$ denote the set of integers $0 \leq i \leq k-1$ for which (3.10) holds, and let $\Xi_{2}=\{0,1, \ldots, k-1\} \backslash \Xi_{1}$.
For any $i \in \Xi_{1}$, according to (3.10), we have

$$
\left(\frac{M\left(\rho_{i+1}\right)-M\left(\rho_{i}\right)}{\inf _{\left(M\left(\rho_{i}\right), M\left(\rho_{i+1}\right)\right)} g}\right)^{1 / 2} \geq C\left(\rho_{i+1}-\rho_{i}\right) \inf _{\left(\rho_{i}, \rho_{i+1}\right)} p^{1 / 2}
$$

Combining this inequality with

$$
\int_{M\left(\rho_{i}\right)}^{M\left(\rho_{i+1}\right)}\left(g_{\theta}(t) t\right)^{-1 / 2} d t \geq C\left(\frac{M\left(\rho_{i+1}\right)-M\left(\rho_{i}\right)}{\inf _{\left(M\left(\rho_{i}\right), M\left(\rho_{i+1}\right)\right)} g}\right)^{1 / 2}
$$

yields the estimate

$$
\begin{equation*}
\int_{M\left(\rho_{i}\right)}^{M\left(\rho_{i+1}\right)}\left(g_{\theta}(t) t\right)^{-1 / 2} d t \geq C\left(\rho_{i+1}-\rho_{i}\right) \inf _{\left(\rho_{i}, \rho_{i+1}\right)} p^{1 / 2} \tag{3.12}
\end{equation*}
$$

Similarly, for any $i \in \Xi_{2}$, taking into account (3.11), we obtain
whence, in view of

$$
\begin{equation*}
\int_{M\left(\rho_{i}\right)}^{M\left(\rho_{i+1}\right)} h_{\theta}^{-1 / \alpha}(t) d t \geq \frac{M\left(\rho_{i+1}\right)-M\left(\rho_{i}\right)}{\inf _{\left(M\left(\rho_{i}\right), M\left(\rho_{i+1}\right)\right)} h^{1 / \alpha}} \tag{3.13}
\end{equation*}
$$

we have

$$
\begin{equation*}
\int_{M\left(\rho_{i}\right)}^{M\left(\rho_{i+1}\right)} h_{\theta}^{-1 / \alpha}(t) d t \geq C\left(\rho_{i+1}-\rho_{i}\right) \rho_{i} \inf _{\left(\rho_{i}, \rho_{i+1}\right)} p \tag{3.14}
\end{equation*}
$$

If

$$
\begin{equation*}
\sum_{i \in \Xi_{1}}\left(\rho_{i+1}-\rho_{i}\right) \geq \frac{r_{2}-r_{1}}{2} \tag{3.15}
\end{equation*}
$$

then, summing (3.12) over all $i \in \Xi_{1}$, we conclude that

$$
\int_{M\left(r_{1}\right)}^{M\left(r_{2}\right)}\left(g_{\theta}(t) t\right)^{-1 / 2} d t \geq C\left(r_{2}-r_{1}\right) \inf _{\left(r_{1}, r_{2}\right)} p^{1 / 2}
$$

which straightforwardly yields (3.8).
On the other hand, if (3.15) does not hold, then

$$
\sum_{i \in \Xi_{2}}\left(\rho_{i+1}-\rho_{i}\right) \geq \frac{r_{2}-r_{1}}{2}
$$

Thus, summing (3.14) over all $i \in \Xi_{2}$, we obtain

$$
\int_{M\left(r_{1}\right)}^{M\left(r_{2}\right)} h_{\theta}^{-1 / \alpha}(t) d t \geq C\left(r_{2}-r_{1}\right) r_{1} \inf _{\left(r_{1}, r_{2}\right)} p
$$

whence, in turn, (3.9) follows.
The proof is completed.
Lemma 3.4. Let $0<r_{1}<r_{2}$ be real numbers such that $r_{2} \geq \sigma^{1 / 4} r_{1}$ and $0<M\left(r_{2}\right) \leq \theta^{1 / 2} M\left(r_{1}\right)$. Then

$$
\begin{equation*}
\int_{M\left(r_{1}\right)}^{M\left(r_{2}\right)} \frac{d t}{g_{\sqrt{\theta}}(t)} \geq C \int_{r_{1}}^{r_{2}} r p_{\sigma}(r) d r \tag{3.16}
\end{equation*}
$$

or (3.9) is valid.
Proof. Let $k$ be a positive integer such that $r_{2} \geq \sigma^{k / 4} r_{1}$ and $r_{2}<\sigma^{(k+1) / 4} r_{1}$. Let $\rho_{i}=\sigma^{i / 4} r_{1}$ for $i=0, \ldots, k-1$, and $\rho_{k}=r_{2}$. It is easy to see that

$$
\begin{equation*}
\sigma^{1 / 4} \rho_{i} \leq \rho_{i+1}<\sigma^{1 / 2} \rho_{i}, \quad i=0, \ldots, k-1 \tag{3.17}
\end{equation*}
$$

By Lemma 3.2, for any integer $0 \leq i \leq k-1$ at least one of inequalities (3.10), (3.11) is valid. As in the preceding lemma, let $\Xi_{1}$ denote the set of integers $0 \leq i \leq k-1$ for which (3.10) holds, and let $\boldsymbol{\Xi}_{2}=\{0,1, \ldots, k-1\} \backslash \boldsymbol{\Xi}_{1}$.

For any $i \in \Xi_{1}$ it follows from (3.10) and (3.17) that

$$
\frac{M\left(\rho_{i+1}\right)-M\left(\rho_{i}\right)}{\inf _{\left(M\left(\rho_{i}\right), M\left(\rho_{i+1}\right)\right)} g} \geq C\left(\rho_{i+1}-\rho_{i}\right) \rho_{i} \inf _{\left(\rho_{i}, \rho_{i+1}\right)} p
$$

Combining this inequality with the obvious estimates

$$
\int_{M\left(\rho_{i}\right)}^{M\left(\rho_{i+1}\right)} \frac{d t}{g_{\sqrt{\theta}}(t)} \geq \frac{M\left(\rho_{i+1}\right)-M\left(\rho_{i}\right)}{\inf _{\left(M\left(\rho_{i}\right), M\left(\rho_{i+1}\right)\right)} g}
$$

and

$$
\begin{equation*}
\left(\rho_{i+1}-\rho_{i}\right) \rho_{i} \inf _{\left(\rho_{i}, \rho_{i+1}\right)} p \geq C \int_{\rho_{i}}^{\rho_{i+1}} r p_{\sigma}(r) d r \tag{3.18}
\end{equation*}
$$

we derive

$$
\begin{equation*}
\int_{M\left(\rho_{i}\right)}^{M\left(\rho_{i+1}\right)} \frac{d t}{g_{\sqrt{\theta}}(t)} \geq C \int_{\rho_{i}}^{\rho_{i+1}} r p_{\sigma}(r) d r . \tag{3.19}
\end{equation*}
$$

Similarly, if $i \in \Xi_{2}$, then, according to (3.11), we have

By (3.13) and (3.18), this yields

$$
\begin{equation*}
\int_{M\left(\rho_{i}\right)}^{M\left(\rho_{i+1}\right)} h_{\theta}^{-1 / \alpha}(t) d t \geq C \int_{\rho_{i}}^{\rho_{i+1}} r p_{\sigma}(r) d r . \tag{3.20}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
\sum_{i \in \Xi_{1}} \int_{\rho_{i}}^{\rho_{i+1}} r p_{\sigma}(r) d r \geq \frac{1}{2} \int_{r_{1}}^{r_{2}} r p_{\sigma}(r) d r \tag{3.21}
\end{equation*}
$$

Then, summing (3.19) over all $i \in \Xi_{1}$, we obtain inequality (3.16). If (3.21) does not hold, then

$$
\sum_{i \in \Xi_{2}} \int_{\rho_{i}}^{\rho_{i+1}} r p_{\sigma}(r) d r \geq \frac{1}{2} \int_{r_{1}}^{r_{2}} r p_{\sigma}(r) d r .
$$

Thus, summing (3.20) over all $i \in \Xi_{2}$, we arrive at (3.9).
The proof is completed.
Lemma 3.5. Let $0<x \leq 1, \mu>1, v>1, M_{1}>0$, and $M_{2}>0$ be real numbers and $M_{2} \geq v M_{1}$. Then

$$
\left(\int_{M_{1}}^{M_{2}} \psi_{\mu}^{-\chi}(s) s^{\alpha-1} d s\right)^{1 / \kappa} \geq A \int_{M_{1}}^{M_{2}} \frac{d s}{\psi(s)}
$$

for any measurable function $\psi:(0, \infty) \rightarrow(0, \infty)$ such that $\psi_{\mu}(s)>0$ for all $s \in(0, \infty)$, where $A>0$ is a constant depending only on $\mu, v$, and $x$.

Lemma 3.6. Let $0<x \leq 1, \mu>1, v>1, r_{1}>0$, and $r_{2}>0$ be real numbers and $r_{2} \geq v r_{1}$. Then

$$
\left(\int_{r_{1}}^{r_{2}} \varphi^{\chi}(r) d r\right)^{1 / x} \geq A \int_{r_{1}}^{r_{2}} r^{1 / x-1} \varphi_{\mu}(r) d r
$$

for any measurable function $\varphi:\left[r_{1}, r_{2}\right] \rightarrow[0, \infty)$, where $A>0$ is a constant depending only on $\mu, v$, and $x$.
Lemmas 3.5 and 3.6 were proved in [16, Lemmas 2.3 and 2.6].

Proof of Theorem 2.1. Assume the opposite, i.e., $M\left(r_{0}\right)>0$ for some real number $r_{0}>0$, and let $r_{i}=\sigma^{i / 2} r_{0}, i=1,2, \ldots$. By Lemmas 3.3 and 3.4, for any nonnegative integer $i$ at least one of the following three inequalities is valid:

$$
\begin{gather*}
\int_{M\left(r_{i}\right)}^{M\left(r_{i+1}\right)}\left(g_{\theta}(t) t\right)^{-1 / 2} d t \geq C \int_{r_{i}}^{r_{i+1}} p_{\sqrt{\sigma}}^{1 / 2}(r) d r,  \tag{3.22}\\
\int_{M\left(r_{i}\right)}^{M\left(r_{i+1}\right)} \frac{d t}{g_{\sqrt{\theta}}(t)} \geq C \int_{r_{i}}^{r_{i+1}} r p_{\sigma}(r) d r,  \tag{3.23}\\
\int_{M\left(r_{i}\right)}^{M\left(r_{i+1}\right)} h_{\theta}^{-1 / \alpha}(t) d t \geq C \int_{r_{i}}^{r_{i+1}} r p_{\sigma}(r) d r . \tag{3.24}
\end{gather*}
$$

Let $\Xi_{1}, \Xi_{2}$, and $\Xi_{3}$ denote the sets of nonnegative integers satisfying (3.22)-(3.24), respectively.
Summing (3.22) over all $i \in \Xi_{1}$ yields

$$
\int_{M\left(r_{0}\right)}^{\infty}\left(g_{\theta}(t) t\right)^{-1 / 2} d t \geq C \sum_{i \in \Xi_{1}} \int_{r_{i}}^{r_{i+1}} p_{\sqrt{\sigma}}^{1 / 2}(r) d r
$$

Combining this with the estimate

$$
\left(\sum_{i \in \Xi_{1}}^{r_{i}} \int_{r_{i}}^{1 / 2} p_{\sqrt{\sigma}}^{1 / 2}(r) d r\right)^{2} \geq \sum_{i \in \Xi_{1}}\left(\int_{r_{i}}^{r_{i+1}} p_{\sqrt{\sigma}}^{1 / 2}(r) d r\right)^{2} \geq C \sum_{i \in \Xi_{1}}^{r_{i+1}} \int_{r_{i}} r p_{\sigma}(r) d r,
$$

which follows from Lemma 3.6, we conclude that

$$
\begin{equation*}
\left(\int_{M\left(r_{0}\right)}^{\infty}\left(g_{\theta}(t) t\right)^{-1 / 2} d t\right)^{2} \geq C \sum_{i \in \Xi_{1}}^{r_{i}} \int_{r_{i}}^{r_{i+1}} r p_{\sigma}(r) d r . \tag{3.25}
\end{equation*}
$$

Summing (3.23) over all $i \in \Xi_{2}$ yields

$$
\int_{M\left(r_{0}\right)}^{\infty} \frac{d t}{g_{\sqrt{\theta}}(t)} \geq C \sum_{i \in \Xi_{2}}^{r_{i+1}} \int_{r_{i}} r p_{\sigma}(r) d r
$$

At the same time, by Lemma 3.5,

$$
\left(\int_{M\left(r_{0}\right)}^{\infty}\left(g_{\theta}(t) t\right)^{-1 / 2} d t\right)^{2} \geq C \int_{M\left(r_{0}\right)}^{\infty} \frac{d t}{g_{\sqrt{\theta}}(t)}
$$

therefore,

$$
\begin{equation*}
\left(\int_{M\left(r_{0}\right)}^{\infty}\left(g_{\theta}(t) t\right)^{-1 / 2} d t\right)^{2} \geq C \sum_{i \in \Xi_{2}}^{r_{i}} \int_{i+1} r p_{\sigma}(r) d r \tag{3.26}
\end{equation*}
$$

In an entirely similar manner, (3.24) implies the inequality

$$
\int_{M\left(r_{0}\right)}^{\infty} h_{\theta}^{-1 / \alpha}(t) d t \geq C \sum_{i \in \Xi_{3}}^{r_{i}+1} r p_{r_{i}}(r) d r
$$

Combining it with (3.25) and (3.26), we have

$$
\left(\int_{M\left(r_{0}\right)}^{\infty}\left(g_{\theta}(t) t\right)^{-1 / 2} d t\right)^{2}+\int_{M\left(r_{0}\right)}^{\infty} h_{\theta}^{-1 / \alpha}(t) d t \geq C \int_{r_{0}}^{\infty} r p_{\sigma}(r) d r
$$

which contradicts the conditions of the theorem.
The proof is completed.
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